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1 Overview

The modern NLG landscape is plagued by two in-
terlinked problems: On the one hand, our current
neural models have a propensity to produce inaccu-
rate but fluent outputs; on the other hand, our met-
rics are most apt at describing fluency, rather than
correctness. This leads neural networks to “halluci-
nate”, i.e., produce fluent but incorrect outputs that
we currently struggle to detect automatically. For
instance, Dopierre et al. (2021) report that when
trying to produce a paraphrase for the input “I am
not sure where my phone is”, they obtain the fol-
lowing ‘hallucination’ behavior: “How can I find
the location of any Android mobile”. For many
NLG applications, the correctness of an output is
however mission critical. For instance, producing
a plausible-sounding translation that is inconsistent
with the source text puts in jeopardy the usefulness
of a machine translation pipeline. With our shared
task, we hope to foster the growing interest in this
topic in the community (e.g., Ji et al., 2023; Raunak
et al., 2021; Guerreiro et al., 2022; Xiao and Wang,
2021; Guo et al., 2022).

In particular, with SHROOM we adopt a post
hoc setting, where models have already been
trained and outputs already produced: participants
will be asked to perform binary classification to
identify cases of fluent overgeneration halluci-
nations in two different setups: model-aware and
model-agnostic tracks. That is, participants must
detect grammatically sound outputs which contain
incorrect or unsupported semantic information, in-
consistent with the source input, with or without
having access to the model that produced the output.
To that end, we will provide participants with a col-
lection of checkpoints, inputs, references and out-
puts of systems covering five different NLG tasks:
definition modeling (DM, Noraset et al., 2017),
machine translation (MT), paraphrase generation
(PG), text simplification (TS) and text summariza-

tion (Sum) trained with varying degrees of accuracy.
The development set will provide binary annota-
tions from at least five different annotators and a
majority vote gold label.

SHROOM will attract the interest of diverse
NLG research communities, including QA, dia-
log and MT. It is related to fact-checking but, in-
stead of analysing claims made by human authors,
SHROOM focuses on fluent overgeneration of sys-
tem outputs. Consequently, aspects like verifiabil-
ity, check-worthiness and misleading statements
are less relevant to SHROOM, whereas the natural-
ness and fluency of the produced output are more
prevalent. Other communities that this task could
attract include explainable NLP or uncertainty mod-
eling, since participants will need to account for de-
viant model outputs. The first edition of SHROOM
will also pave the way for follow-up shared tasks
and evaluation campaigns. We hope to organize
future related tasks on token-level over-generation
mistakes detection, as well as broaden the scope of
languages and NLG tasks considered.

2 Theoretical framing

Guerreiro et al. (2022) propose a taxonomy of hal-
lucinations that includes oscillatory productions,
and fluent but strongly or fully “detached” outputs.
While this taxonomy is well constructed, we find
it inadequate for the needs of the community at
large for four reasons: (i) It conflates some issues
of fluency with semantic correctness (oscillatory
productions are cases of non-fluent overgeneration
where no extraneous semantic material is intro-
duced); (ii) It only considers the most extreme
cases of hallucinations (strongly or fully detached
productions), whereas diagnosis of intermediary
cases is bound to be more challenging and useful
to the community; (iii) It focuses only on MT, al-
though other tasks are also known to suffer from
fluent overgeneration (e.g., Rohrbach et al., 2018),
including the ones we propose to address; (iv) It
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Figure 1: Shared task overview. Datapoints from sys-
tems in blue correspond to target-referential datapoints,
in red, source-referential, in yellow, either.

uses only lowest scoring outputs, whereas any tool
built to verify system outputs ought not to flag non-
pathological outputs.

We therefore focus on cases of fluent overgener-
ation. Judgments pertaining to the over-generative
nature of a production can be elicited by means
of inferential semantics: if an output cannot be
inferred from its semantic reference, then it con-
tains some information that is not present in the
reference—i.e., the model has generated more than
we expected. We will provide multiple annotations
and a gold majority label, given the low consensus
on semantic annotations (Nie et al., 2020).

An overview of the task is provided in Fig. 1.
SHROOM is framed around two key distinctions:
(i) model-aware vs. model-agnostic approaches,
and (ii) source-referential vs. target-referential dat-
apoints. The former corresponds to whether par-
ticipants have access to the model that generated
the item: Model-agnostic approaches are practi-
cal, as models may not be accessible to end users;
Model-aware approaches can lead to richer and
more accurate diagnoses. The latter is a conse-
quence of our inferential take on over-generation:
what can effectively serve as a semantic reference
varies across NLP systems. For source-referential
datapoints such as those produced by Sum. models,
the target is expected to be semantically implied by
the source—whereas the converse is not true. For
target-referential datapoints (e.g. DM, where we
fine-tune a language model to produce a definition
for a given example of usage) the target is the sole
usable semantic reference. In tasks such as PG or
MT, where source and target are equivalent, this
distinction bears no weight.

An example datapoint displaying how we plan to
encode all relevant information in a JSON format is
provided in Fig. 2. The datapoint keeps track of the
source provided to the model as input (src), the
intended target (tgt), the model production (hyp),
the type of model this production was derived from
(modeltype), which can correspond to DM, MT,

{
"src": "It has also been found very useful in

certain industries that require large amounts
of <def>process hot water</def>, hence the
interest of Mohawk Paper Mills.",

"tgt": "Hot water for use in industrial
processes.",

"hyp": "Hot water used in industry."
"modeltype": "DM",
"reference": "tgt",
"id": 42,
"annotations": [0, 0, 0, 1, 1],
"label": 0,
"ckpt": "HelsinkiNLP/DM_step_10K"

}

Figure 2: Example target-referential datapoint for the
model-aware track.

PG, Sum or TS), whether this datapoint is source-
or target-referential (reference), as well as the
annotations and the gold label (annotations
and label). In the model-aware track, we will
also provide a HuggingFace model name (ckpt).

The test sets for the model-aware and the model-
agnostic tracks will have partial overlap, so as to
allow us to compare submissions on both tracks
after the competition. Submissions will be evalu-
ated according to two criteria: the accuracy that
the system reached on the binary classification, and
the Spearman correlation of the systems’ output
probabilities with the proportion of the annotators
marking the item as overgenerating.

3 Data

All SHROOM data (models, outputs and annota-
tions) will be available under a CC-BY license.

Data & model provenance Participants will be
provided with generated outputs from multiple sys-
tems trained to generate English output at vari-
ous stages of their training, stemming from five
sequence-to-sequence NLG tasks: DM, MT, PG,
TS and Sum. We already generated outputs for DM
with the architecture of Bevilacqua et al. (2020)
over DBnary (Sérasset, 2015), and for MT, using
marian (Junczys-Dowmunt et al., 2018) on the
Tatoeba corpus (Tiedemann, 2020).

Annotation We plan to annotate at least 4,000
items, which will then be split 25%–75% between
development and test sets. We will provide addi-
tional model outputs to participants as supplemen-
tary unannotated data as an unlabeled training split.
Participants will have access to a large portion of
outputs from the NLG systems and the full set of
possible target references to allow corpus-wide ap-
proaches. We plan to preselect fluent items so as



MT Summarization DM
Src. ref. Tgt. ref. Src. ref. Tgt. ref. Tgt. ref. Avg

COMET-QE 78.85 / 81.81 77.71 / 81.06 55.00 / 55.31 58.00 / 56.38 71.50 / 69.80 68.09 / 68.87
COMET 85.14 / 89.39 83.42 / 87.12 54.00 / 54.25 63.00 / 61.70 76.87 / 75.87 72.48 / 73.66

Seq-Logprob 73.71 / 78.03 69.71 / 74.24 60.00 / 60.63 58.00 / 56.38 73.87 / 72.83 67.05 / 68.42
Attn-ign-SRC 64.57 / 67.42 57.14 / 60.60 61.00 / 61.70 58.00 / 57.44 71.12 / 68.74 62.36 / 63.18

MC-DSim 73.14 / 78.03 72.00 / 74.24 56.00 / 55.31 58.00 / 57.44 71.12 / 68.74 66.05 / 66.75

Majority class 61.71 / 66.66 54.28 / 59.48 54.00 / 54.25 58.00 / 56.38 71.12 / 68.74 59.82 / 61.02

Table 1: Optimal accuracy of baseline methods on all / fluent outputs.

to guarantee a gradient in quality as measured by
automated metrics. Items will be annotated by five
annotators on whether the reference entails the out-
put. Annotations will be binary, for ease of dataset
construction. Gold labels will be defined with re-
spect to the annotators’ majority vote.

4 Pilot study

We showcase the relevance of this shared task
through a pilot study, where we apply methods
proposed by Guerreiro et al. (2022). Model outputs
were selected from three NLG tasks: (1) 175 ex-
amples for FR-EN MT using a MarianMT model1;
(2) 100 examples for Sum using Pegasus (Zhang
et al., 2019)2; (3) 800 examples for DM using
Bevilacqua et al. (2020)’s system. We annotated (a)
whether the hypothesis is supported by the source;
(b) whether the hypothesis matches the target; (c)
whether the hypothesis is fluent.

We apply hallucination detection heuristics from
Guerreiro et al. on the pilot data. We use COMET
and COMET-QE (Rei et al., 2020a,b) as model-
agnostic methods. For model-aware methods, we
consider the sequence log-probabilities of the hy-
pothesis (Seq-Logprob), the proportion of source
tokens that receive low attention mass (Attn-ign-
SRC), and the average similarity of the original hy-
pothesis to new hypotheses generated with Monte
Carlo Dropout (Gal and Ghahramani, 2016, MC-
DSim). We convert the scores into binary predic-
tions by taking 10 equally-spaced cutoff values
between the min and max scores of a method and
compute precision, recall, and accuracy per cutoff.

Fig. 3 show that improving the precision of these
heuristics requires sacrificing on recall. Accuracy
scores in Tab. 1 highlight that while COMET often
scores highest, it only improves marginally over

1huggingface.co/Helsinki-NLP/opus-mt-
mul-en

2huggingface.co/google/pegasus-xsum

(a) Sum (b) DM

Figure 3: Selected examples of precision-recall curves

a majority baseline on Sum and DM. Focusing
on fluent output has different effect across tasks:
it benefits MT but lowers the scores for Sum and
DM.3 Also note the gap between source- and target-
referential annotations, which leads to different
optimal solutions for Sum (either Attn-ign-SRC or
COMET). In all, detecting overgeneration across
NLG tasks requires diverse methods and the best
use of the model-aware setting is an open question.

5 Organizers

Elaine Zosa, Raúl Vázquez and Vincent Segonne
have experience with seq2seq models and seman-
tic annotation schemes (e.g. Martinc et al., 2022;
Zosa et al., 2022; Barque et al., 2020; Raganato
et al., 2021). Jörg Tiedemann has extensive experi-
ence with MT design and evaluation and organized
WMT and VarDial shared tasks (Guillou et al.,
2016; Zampieri et al., 2017). Alessandro Raganato
and Timothee Mickus organized the SemEval 2023
Task 1 and 2022 Task 1 (Mickus et al., 2022; Ra-
ganato et al., 2023) and worked on seq2seq and
annotation projects (e.g. Mickus et al., 2019; Ra-
ganato et al., 2020). Marianna Apidianaki was
chair of SemEval from 2017 to 2019 and organized
SemEval 2016 Task 5 (Pontiki et al., 2016).

3Remark it does not change which heuristic is most effec-
tive. None of the heuristics can detect fluency better than the
majority baseline, justifying our treatment of disfluency as
orthogonal to overgeneration.

https://huggingface.co/Helsinki-NLP/opus-mt-mul-en
https://huggingface.co/Helsinki-NLP/opus-mt-mul-en
https://huggingface.co/google/pegasus-xsum


6 Ethical Considerations

We strive to adhere to the ACL Code of Ethics in
our work. 4

Broader Impact Hallucinated outputs from large
language models can be used to further spread dis-
information and advance misleading narratives. De-
tecting hallucinated outputs is an important step in
elucidating the factors of this phenomena and con-
tribute to ongoing efforts to mitigate hallucination.
This leads to the development of more trustworthy
generative language models.

Data and Annotators Due to the nature of the
proposed task, the data we release might contain
false or misleading statements. In the case of anno-
tated data, these statements will be labeled as such
but not for the unannotated portions of the data.

Our annotators will be suitably compensated for
their work and guaranteed a safe working environ-
ment. They will also be properly trained in the
annotation task.
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